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ELMINATING INVARANCES BY 
PREPROCESSING FOR KERNEL-BASED 

METHODS 

FIELD OF THE INVENTION 

This invention relates generally to a class of problems 
falling within what is known as “kernel-based methods.” 

BACKGROUND OF THE INVENTION 

Pattern recognition, regression estimates, density estima 
tion are a few examples of a class of problems that are 
analyzed using kernel-based methods. The latter are illus 
tratively described herein in the context of pattern recogni 
tion. However, it should be noted that the inventive concept 
(described below) is not limited to pattern recognition and is 
applicable to kernel-based methods in general (of which 
Support-vector-machines are an example). 

In pattern recognition, it is known in the art to use a 
recognizer having a Support-Vector-machine (SVM) archi 
tecture. The SVM is viewed as mapping an input image onto 
a decision plane. The output of the SVM is typically a 
numerical result, the value of which is associated with 
whether, or not, the input image has been recognized as a 
particular type of image. 
As a very general example, consider a 16 pixel by 16 pixel 

image of a tree. In this context, an SVM recognition System 
is first “trained” with a set of known images of a tree. For 
example, the SVM system could be trained on 1000 different 
tree images, each image represented by 256 pixels. 
Subsequently, during operation, or testing, the SVM System 
classifies input images using the training data generated 
from the 1000 known tree images. The SVM system indi 
cates classification of an input image as the desired tree if, 
e.g., the output, or result, of the SVM is a positive number. 

Unfortunately, in the above example, the recognizer may 
have to deal not only with a particular type of tree image, but 
also with translates of that tree image. For example, a tree 
image that is shifted in the vertical direction-but is still the 
Same tree. To Some extent this kind of translation can be 
dealt with by using tree images that represent Such a vertical 
shift. However, the SVM system is still trained to predefined 
images, it's just that Some of these predefined images are 
used to represent translations of the image (as opposed to, 
e.g., different types of trees). 

SUMMARY OF THE INVENTION 

A kernel-based method and apparatus includes a 
preprocessor, which operates on an input data in Such a way 
as to provide invariance under Some Symmetry transforma 
tion. 

In an embodiment of the invention, a pattern recognizer 
includes a preprocessor and a Support vector machine 
(SVM). The latter is trained to recognize a particular set of 
images. The preprocessor operates on an input image in Such 
a way as to provide local translation invariance. In 
particular, the preprocessor maps a particular input image, 
and its translate, to two points in the decision plane of the 
SVM, whose difference is independent of the original data. 
AS a result, the recognizer has built-in local invariance and 
does not require training the SVM to translated versions of 
the images. 

In accordance with a feature of the invention, the Size of 
the preprocessed image is less than the size of the original 
image. In other words, the SVM operates on less data than 
required in the prior art. Thus, the inventive concept enables 
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2 
the SVM to operate more efficiently in terms of, e.g., 
memory size, and training time, yet classify more patterns 
than in the prior art for a given-size SVM. 

BRIEF DESCRIPTION OF THE DRAWING 

FIG. 1 shows an illustrative flow chart in accordance with 
the principles of the invention; 

FIG.2 shows a block diagram of a portion of a recognition 
System embodying the principles of the invention; 

FIG. 3 shows an illustrative method for training the 
system of FIG. 2 in accordance with the principles of the 
invention; and 

FIG. 4 shown an illustrative method for operating the 
system of FIG. 2 in accordance with the principles of the 
invention. 

DETAILED DESCRIPTION 

Before describing an illustrative embodiment of the 
invention, the inventive concept itself is described. (Other 
than the inventive concept, it is assumed that the reader is 
familiar with mathematical notation used to generally rep 
resent kernel-based methods as known in the art.) Also, the 
inventive concept is illustratively described in the context of 
pattern recognition. However, the inventive concept is appli 
cable to all kernel-based methods. Some examples of the 
classes of problems covered by kernel-based methods are: 
regression estimates, density estimation, etc. 
Introduction 
AS used herein, "kernel-based methods' means methods 

which approximate an unknown function G(x) by F(x), 
where F(x) has the form: 

F(x) =Xa, K(P, X)+b, a, be R', xe R", p, e R' (1) 

and where a, b, and P are parameters that are to be 
determined from empirical data by a training procedure, and 
K is a kernel function, whose form is usually chosen in 
advance. Additive models (e.g., see T. J. Hastie and R. J. 
Tibshirani, Generalized Additive Models, Chapman and 
Hall, 1st edition, 1990), Radial Basis Functions (e.g., see M. 
J. D. Powell, Radial basis functions for multivariable inter 
polation: A review, In Algorithms for Approximation, J. C. 
Mason and M. G. Cox (Eds.), pages 143-167, Oxford 
Clarendon Press, 1987; F. Girosi, M. Jones, and T. Poggio, 
Regularization theory and neural networks architectures, 
Neural Computation, 7(2):219–269, 1995; and C. M. 
Bishop, Neural Networks for Pattern Recognition, Claren 
don Press, Oxford, 1995; and Support Vector Machines (e.g., 
see C. Cortes and V. Vapnik, Support vector networks, 
Machine Learning, 20:273–297, 1995; and V. Vapnik, The 
Nature of Statistical Learning Theory, Springer Verlag, New 
York 1995) are examples of such methods. Pattern 
recognition, regression estimation, density estimation, and 
operator inversion are examples of problems tackled with 
these approaches (e.g., see A. Smola, V. Vapnik, S. 
Golowich, Support vector method for function 
approximation, regression estimation, and Signal processing, 
Advances in Neural Information Processing Systems, 9, 
1996). Thus for example in the density estimation case, X is 
a point (in a vector space) at which the probability density 
is required, and F(x) is the approximation to that density; for 
the classification case, X is a test pattern to be classified, and 
sgn(F(x)) gives the corresponding label. Similarly, for pat 
tern recognition, an SVM is first trained to recognize a target 
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image, as described earlier. During operation, or testing, the 
SVM indicates classification of input data (representing an 
input image) according to equation (1). If the SVM classifies 
the input data as the target image, F(x) is, e.g., equal to a 
positive number. 

Clearly this approach is general. However the generality 
brings with it the problem of model Selection, i.e., which 
family of functions to choose for the kernels. While some 
work has been done on this (e.g., for the Support vector 
pattern recognition case see B. Schölkopf, C. Burges, and V. 
Vapnik, Extracting Support data for a given task, In U. M. 
Fayyad and R. Uthurusamy, editors, Proceedings, First 
International Conference on Knowledge Discovery & Data 
Mining, AAAI Press, Menlo Park, Calif., 1995), it remains 
a significant unsolved problem. 

In accordance with the inventive concept, the description 
below explores how imposing constraints arising from 
domain knowledge can restrict the family of kernels. In the 
following, bold face is used for vector and matrix quantities, 
and light face for their components. 
Incorporating Local Invariances 

This Section describes the general approach of the inven 
tive concept. The object is to find those kernels in equation 
(1) Such that, if any given test point X is transformed under 
a known symmetry of the problem, the result F is 
unchanged. 

Given two test points X and y, equation (1) defines an 
affine Structure with distance function: 

(An affine structure is a mathematical term for a type of 
vector space as known in the art). For example, p can be 
thought of as counting contours between patterns in the 
pattern recognition case. 

In accordance with the inventive concept, it is preferable 
to choose a class of kernels So that p(x, y) is close to Zero 
if y is a transform of X along Some Symmetry direction. If 
y=X+dX, then 

dp =Xadvo, K(p. x) (3) 
q,i 

where we define 60/6x. Requiring that this be zero for all 
a gives: 

X dx (), K(p. x) = 0 (4) 

Note that for a particular problem, for which the a? are 
known to satisfy certain constraints, equation (4) may be 
more restrictive than is necessary to ensure that dp=0, but in 
this work no Such assumption about a is made. 
We will consider transformations that take the general 

form: 

(5) X = x + a f(x), a e R' 

for which, in the limit as C.->0, equation (4) takes the 
form: 

1O 
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4 

X f(x)0, K(p, v) = OK(p. x) = 0 (6) 

which defines the operator 2. From now on the parameter 
vector p in K is not explicitly written. 

Operator Invariance for the Linear Case 
The following two simple theorems are proven for the 

case in which the transformation represented by equation (5) 
is both linear and invertible. 

Theorem: For linear, invertible transformations (equation 
(5)), the operator 2 is itself invariant under the transfor 
mation. 

Proof: Let U denote the unit matrix, “T” denote transpose, 
and a denote the vector with components (E6/6x. Denote 
the transformation by 

x'=(U+CM)x. 
Then the operator 2 in equation (6) is given by 

0-x"Ma 

(7) 

and 

(8) 

= xM d = 0 

Theorem: For linear, invertible transformations (equation 
(5)), denoting the argument of K() by its components X, if 
K(x) satisfies equation (6), then So does K(x+Cf(x)), for 
finite C. 

Proof: 

2K(x)=0-2 'K(x+Clf(x)=2K(x+of(x)) 
Since 2 is an invariant by the above theorem. 

Multiple Symmetries 
For a set of M symmetries, there will be M simultaneous 

equations of the form of equation (3), which will result in a 
system of M equations of the form 

(9) 

a...u(x0, ..., x,-1)=0, m=1,..., M (10) 
where {2} is a set of linear differential operators, each 

of which takes the general form 

On =Xfini(x)0. (11) 

analogous to equation (6). 
The questions arise: when do non-trivial integrals of 

equation (10) exist, and how many Such independent inte 
grals are there? Following “Techniques in Partial Differen 
tial Equations,” Clive R. Chester, McGraw-Hill, 1971, the 
following definitions are made: 

Definition: A System of operators {2} is called complete 
if all commutators take the form 

(O,O = Xeiji O. Cike R 
k 

(12) 

(Note that, from their definition, the cisatisfy the known 
Jacobi identity, So they are in fact the Structure constants of 
Some Lie algebra (e.g., see Peter J. Olver, Applications of Lie 
Groups to Differential Equations, Springer-Verlag, 1986, 
New York).) 
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Definition: A System of equations (10) is called complete 
if the corresponding operators form a complete Set. 

Theorem: Any complete System of r<n independent 
equations, of the form of equation (10), has exactly n-r 
independent integrals. 

Thus, non-trivial integrals will only exist if the number of 
operators r in the complete Set is less than n, and if So, there 
will be n-r of them. In the latter case, the general Solution 
of the system of equations (10) has the form 

F(uo(vo. . . . . ,-1), . . . , u, -1(&o . . . . ,-1)) (13) 

where uo, . . . , u, are the Set of independent integrals 
of the system of equations (10) and F is any C (i.e., 
differentiable) function (for reasons that will become clear 
below, the vector components are indexed Starting with 
index 0). Now, the recipe for finding the complete set is 
clear: one generates new operators by computing commu 
tators of the existing Set of operators, and stops when either 
one has found a complete Set, or when ren. 

Note that this gives us capacity control exactly where we 
want it. For example, for a Set of commuting Symmetries 
(i.e., all C. vanish), the number of degrees of freedom in the 
problem is reduced by exactly the number of Symmetries 
imposed. 

Thus, and in accordance with the inventive concept, 
generating an invariant kernel amounts to preprocessing the 
data, and then using any existing kernel. By imposing one 
Symmetry only one degree of freedom is lost (e.g., in a 
pattern recognition problem, a 256 pixel image becomes a 
255 pixel, preprocessed image). 

Building Locally Invariant Kernels 
Given the general Solution to the System of equations (10), 

construction of a kernel function remains. It may not be 
possible to simply substitute any F in equation (13) for Kin 
equation (1), since the set of functions K may have further 
constraints placed on them by the particular method being 
used, for example, their dependence on the parameter set p. 
However, Such constraints are easily Satisfied, Since the only 
requirement on the F’s is that they are differentiable. 

For example, for Support vectors machines, the kernels 
take the form K(S X), where the S are the Support vectors 
(which have dimension equal to that of x). There are two 
constraints on the form the kernels may take: they must be 
symmetric, K(x, y) =K(y,x) wx, y in eR', and they must 
Satisfy Mercer's positivity constraint (e.g., See, B. E. Boser, 
I. M. Guyon, and V. Vapnik, Extracting Support data for a 
given task, in U. M. Fayyad and R. UthuruSame, editors, 
Proceedings, First International Conference on Knowledge 
Discovery & Data Mining, AAAI Press, Menlo Park, Calif., 
1995; and R. Courant and D. Hilbert, Methods of Math 
ematical Physics, Interscience, 1953) namely 

The data are points in the vector space R". Below, this 
space is referred to as I for “input.” (Call the vector space for 
the preprocessed data P for “preprocessed.’). Now, Suppose 
that Some number of Symmetries have been imposed, result 
ing in a complete Set of size r<n, So that the number of 
independent integrals (and hence, the dimension of P) is n-r. 
Thus, the Solutions have the general form of equation (13) 
above. We can then, in accordance with the principles of the 
invention, simply choose F to have the form of a kernel 
function which is known to satisfy the constraints, but which 
takes in-r arguments instead of n. As a specific example, we 
might take degree p polynomial kernels, for which the F will 
have the form 
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Since Such kernels are Symmetric and Satisfy Mercer's 
condition, all the desired constraints are Satisfied. What was 
a polynomial Support vector machine has, in accordance 
with the inventive concept, become a polynomial Support 
vector machine acting on preprocessed data. However, the 
functional form that the Overall kernels take, when consid 
ered as functions of the input data X, will no longer in 
general be polynomial. 
An Example: Vertical Translation Invariance 

In this Section, a detailed example is provided in the 
context of pattern recognition using an illustrative example 
of Vertical translation invariance with cyclic boundary con 
ditions. A cyclic boundary condition simply means that each 
image wraps around, e.g., if a column of pixels is “shifted 
up' one pixel, the top pixel "wraps-around” to the bottom. 

Consider an image of N rows and one column. Cyclic 
boundary conditions are imposed to simplify the analysis. 
Here, the local invariance is a shift of up to one pixel, i.e., 
C. is between Zero and one (larger shifts could be handled by 
extending the analysis below). In this case the transforma 
tions take the form: 

where the pixel values X, are considered to be components 
of a vector X. (The pixel values are image dependent, e.g., 
a binary image pixel has a value of one (dark) and Zero 
(light). Note that here and below the following convention 
are adopted: all indices i, j, k, and Sub-expressions involving 
them, are to be taken modulo n. 

Note that solving the N by 1 problem amounts to solving 
the general N by M problem. An N by M image is converted 
to an NM by 1 image by pasting the top of each column of 
pixels to the bottom of the previous column. To make the 
cyclic boundary conditions a realistic assumption, a border 
of one blank pixel is added to the top and bottom of each 
image. 
The Relation with Group Action 
We start by using the example of vertical translation 

invariance to make Some general observations regarding the 
rather Subtle relation of the transformations (5) to a group 
action. (AS known in the art, if a group action is proven then 
other mathematical transformations apply.) Since pixels are 
an approximation to a continuous function which can be 
considered as a representation of the group of translations, 
let us first make the connection between pixels and the 
continuous case. Let I(Z) represent the original image field 
for which the N-pixel column is an approximation. Thus 

x=(i), i=0,...,N-1 (17) 

Translating by a distance C. means replacing I(Z) by 
I'(z)=I(Z-C). The new pixel values become 

Approximating (OI)(i) by I(i)-I(i-1) then gives equation 
(16). 
The binning of the data into a vector has the consequence 

that equation (5), for finite C, is not necessarily a group 
action, although it does constitute the desired 
transformation, even for finite C. This point is illustrated by 
the following simple specific case, namely vertical transla 
tion invariance for a column of three pixels, whose values 
are labeled by x, y, Z. Then equation (16) for X becomes: 

(19) 
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where g is the operator instantiating the transformation. 
Then 

So there exists no Y Such that g=gg. However, to first 
order in C, B, the above transformations do form a group, 
with g.'=g. Thus, the action may be viewed as of a group 
only for infinitesimal values of the parameters (e.g., see the 
above-mentioned reference by Peter J. Olver). Despite this 
fact, the transformation represented by equation (19) does 
constitute a translation of the binned data for finite values of 
C. (in fact for any (C60,1). 

But if the action is a group action for infinitesimal values 
of the parameters, then the corresponding differential opera 
tors are necessarily generators for Some Lie group. Indeed, 
one may explicitly compute the exponentiation of the gen 
erator corresponding to equation (16) acting on a particular 
point, for example: 

(21) 

where the h are functions of C. alone. This only corre 
sponds to the transformation (equation (19)) to first order in 
C. To Summarize, the transformation (equation (19)) coin 
cides with that of a Lie group only for infinitesimal values 
of the parameters, for finite values, it is no longer a group, 
but it is still the desired transformation. 
A Simple Example: The 4 Pixel Stack 
To show how things work, the following is a simple 

example of an image which consists of a Stack of 4 pixels. 
Equation (6) becomes: 

The general Solution to this is: 

f(x0, x1, x2, x3) = F(tto, u1, u2) (23) 

where 

ito = X0 + X + X2 + X3 (24) 

it Ins) (25) (x0 - x2) + (x3 - x1) 

1 
it? = arctant W ) + ln(x0 - v2) + (x3 - x)) (26) 

X0 - X2 2 

and where F is any C". 
This solution has two properties to which attention should 

be drawn. 
First, uo, and only uo, is “globally invariant (invariant for 

any of the allowed values of C. in equation (16). 
Second, all three independent integrals have a property 

referred to herein as “additive invariance.” 
Additive Invariance 
Below, transformed coordinates are denoted with a prime: 

X = x, (1 - a) + xia, i = 0, ..., 3. (27) 

Definition: An “additive invariant' integral is defined to 
be one that has the property: 

u(x)=u,(x)+f(c), j=0, . . . .2 (28) 

for Some functions f. 
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8 
Denote by do the mapping which takes points in I to points 

in P. Additive invariance is a desirable property of the 
mapping db. It means that two points in I which are related 
by a vertical translation, map into two points in P, whose 
difference is independent of the original data, and depends 
only on the transformation parameter. Thus, and in accor 
dance with the principles of the invention, to distinguish two 
translated images from each other, the learning machine has 
only to learn a vector valued function of one parameter, 
where that parameter is independent of the original data (i.e. 
the pixel values of the un-translated image). For example, as 
described above, by imposing (upwards) vertical translation 
invariance on a 4 pixel image, the preprocessed image has 
one less pixel. This, in effect, reduces the number of degrees 
of freedom in the problem. Thus, this can be viewed as a 
form of capacity control, where the number of variables 
decreases in a controlled way as the number of imposed 
Symmetries increases. 

Note also that the original data does not have this prop 
erty: for pixel data, the difference between two translated 
images depends on the original image. 

Note that the solution of a partial differential equation 
(PDE) has a large degree of arbitrariness in the independent 
integrals found. For the above example, the u, could have 
equally been taken as the integrals instead of the up. The 
former do not have the additive invariance property. Thus 
for a general problem, one can only hope to find particular 
additive invariant integrals, rather than prove that all inte 
grals will be additive invariant. 

Finally, it should be noted that uo and u above are also 
Solutions of the corresponding differential equations for 
Vertical translation invariance in the opposite direction. 
Since the two operators commute there will be a total of two 
independent integrals. Consequently, the full Solution is 
found, and this Solution is clearly additive invariant. 
The example given in this Section raises the following 

questions for the case of arbitrarily sized images: First, can 
the general solution be obtained? (After all, solving a PDE 
with an arbitrary number of dimensions could turn out to be 
analytically intractable). Second, in general, is there only 
one globally invariant independent integral analogous to uo 
above? If so, it will make looking for additive invariant 
Solutions of considerable interest. Finally, can one find those 
Special integrals which are also additive invariant? Answers 
to these questions are in the next Section. 
The N-pixel Stack 
AS mentioned above, in order to answer the above ques 

tions for an arbitrarily sized image, we only need consider 
the case of an N-pixel Stack. The PDE analogous to equation 
(22) is 

(29) 

A No-Go Theorem 

Consider the following: 
Theorem: The general invariant solution of equation (29) 

has the form F(X,x), where FeC. 
Proof. As used herein, the notation PRM denotes cyclic 

permutation of the indices. By definition, an invariant Solu 
tion must satisfy du(x)=0, where x' is the linear function of 
C. defined in equation (27). However, 
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(42) 

(xy 1-xo)do-PRM)u=0 (43) 

These are independent equations, Since the matrix of 
Here, the notation d=6/0C. and 8'1=ó/6x1, etc. is intro- 5 coefficients is of rank n-1 for some choices of the X Finally, 

duced. A set of PDEs that u must satisfy can be generated by 
expressing the X, in terms of the X. Note first that the 
transformations (equation (16)) can be written 

x'=Mix, (31) 

where 

M=6(1-0)+6, Clij=0,...,n-1 (32) 

Note also that 

One can verify directly, by matrix multiplication, that 

(M)=(1/s)(C-1) of (-1) (34) 

Consequently, 

(-1); 'S(x2 - x) = (a” - (a -1)!)x - (35) 

By using the fact that both M and M are cyclic matrices, 
it is Straightforward to show that the expression for X-X 
can be obtained from equation (35) by cycling the X', on the 
right hand side. 
Lemma: The coefficient of Cf. on the right hand side of 

equation (35) may be written as (-1)''(-x'+x). 
Proof: The proof is by induction. First, note by inspection 

that the coefficient of C. on the right hand side is (-1)''x'l- 
(-1)''x'. This provides the PDE 

{(x, - x)0 + PRM u = 0 (36) 

Equation (36) can then be substituted in equation (35) to 
eliminate terms of order 1. ASSuming that this elimination 
Scheme works up to order Clf, the right hand Side of equation 
(35) becomes 

{a'' - (a - 1) - (a - 1)’ – a(a - 1) - (37) 

(38) 
... - a P(a - 1)*P}x - X. (a - 1y-la-2, 

i=p+3 

Using the identity 

p+1 (39) 
= C, - 1 

the coefficient of C.P' in equation (37) is (-1)^p(-x'+ 
X's). This completes the proof of the Lemma. 

Thus, extracting coefficients of powers of C. on the right 
hand side of equation (35) gives the family of PDEs 
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it is Straightforward to check that all the operators appearing 
in equation (40–43) commute, so this set of n-1 PDEs forms 
a complete Set. Thus, it has only one integral Solution. By 
Substitution it is easily checked that u(x)=XX, is a Solution; 
thus the general Solution takes the form F(X,x), where 
FeC". This completes the proof of the theorem. 

This theorem demonstrates that one cannot hope to find 
globally invariant solutions of the equation (29) other than 
F(X,x). Thus, one needs to search for “second best” 
Solutions, Such as additive invariant ones. 
The General Solution 
A general Solution for the N-pixel Stack is now derived. 

Equation (29) may be viewed as the dot product of the 
gradient of an unknown function u with a vector field in n 
dimensions, and to find the general Solution one must Solve 
the set of PDEs which describe the characteristic Surfaces, 
which are themselves parameterized by Some teR' (e.g., 
see, E. C. Zachmanoglou, Dale W. Thoe, “Introduction to 
Partial Differential Equations with Applications,” Dover, 
Mineola, N.Y., 1986): 

d * = Ax (44) 
cit 

where 

A. =-8-61 (45) 

A has determinant Zero and eigenvalues 2 given by 
1+Wk=e''/.k=0,...,n-1 (46) 

Here and for the remainder of this description, symbol i 
is reserved for the Square root of -1. By inspection, eigen 
vectorS Z are constructed 

z-e?" "jik=0,...,n-1 (47) 

where the first index k labels the eigenvector, and the 
Second its components. Let S be the matrix whose columns 
are the eigenvectors. Then S diagonalizes A: 

SAS=diag(W) (48) 

Note that the following Lemma holds, despite the fact that 
A is neither Symmetric nor hermitian: 
Lemma: The inverse of S is given by (1/n)S (where it 

denotes hermitian conjugate). 
Proof: 

' . . . ; (49) 
(1/n) S.S. = (1/ n) (e?")' 

i i=0 

There are two cases: clearly, when k=m, the Sum is unity. 
When kzm, the Sum is 

2rick-in) - 1 (50) 
27, i(k-in) in - 1 

which, since for kam, e"""21, is zero. 
Thus introducing y=S'x, the solutions of equations (44) 

are given by 
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(51) 

(52) 1 yk 
in(), k = 1,..., n - 1 e2fTikin - 1 ck 

where the c are constants of integration. One can then 
easily show that equations (51) and (52) constitute only n-1 
independent equations. 
Now, the explicit solution to equation (29) is written for 

in even (the solution for n odd is similar and not described 
herein). Again, let F be any C function. The general Solution 
is written 

f(x0, . . . .x,-1)=F(u0, . . . , u, 2) (53) 
where 

ito X. Wi (54) 

u2k-1 = -(1/ h, arctang), / (bc) + (1/2)ln(d) + bi) (55) 

u2k = (1/2)ln(d) + bi) + barctang), / (b.)-lnT (56) 

and where k=1, . . . .(n/2)-1, and the following is 
introduced 

2-l (57) 
d(n, k, x) = X. sin(27tki / n)x i 

i=0 

2-l (58) 
d(n, k, x) = X. cos(27tki / n)x i 

i=0 

si, (n, k) E sin(27tkfn) (59) 
cos(27tkfn) - 1 

and 

2-l (60) 

T = X(–1) = f(n, n/2, x) 
O i 

Additive Invariance 
It is now shown that all the independent integrals in the 

above Solution have the additive invariance property. 
Clearly uo is additive invariant (in fact it is invariant). The 
u, k>0 in equation (53) were all obtained by taking real and 
imaginary parts of linear combinations of equations (52), i.e. 
of 

(61) 1 
–27 skiin e2ftkin - plains 8 t} k > 0 

f 

Transforming the X according to equation (16) gives the 
transform of t: 

(62) 1 

(in - 1 ind - a + are?") + t, k > 0 

Thus taking linear combinations of these equations will 
always give equations which Separate into the Sum of an 
C-dependent part and an X-dependent part. Hence all Solu 
tions in equations 55 and 56 are additive invariant. 

Illustrative Embodiment 
AS described above, it has been shown that imposing local 

Symmetries for kernel based methods leads to a method in 
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which one first preprocesses the data, and then can apply any 
of the usual kernels. It has also been demonstrated how the 
dimension of the preprocessed data is less than that of the 
original data, depending on how many, and what kind of 
Symmetries are imposed. 

For the illustrative example of translation invariance with 
cyclic boundary conditions, it has been shown that the 
preprocessed data has the property that the difference of two 
mapped images, which are translates of each other, is 
independent of the original data. Since the class of invariant 
functions is too small to be of much use, this “additive 
invariance' is an advantageous alternative. 

Turning now to FIG. 1, an illustrative flow chart embody 
ing the principles of the invention is shown. In Step 10, input 
data of dimension n, is applied to a kernel-based System. In 
Step 20, and in accordance with the inventive concept, the 
input data is preprocessed to impose k local Symmetries. 
This yields preprocessed data of dimension m, where m-n 
(and, for example for commuting symmetries m=n-k). 
Finally in step 30, a kernel-based method operates on the 
preprocessed data. 
An illustrative embodiment of the inventive concept is 

shown in FIG. 2 in the context of pattern recognition. Pattern 
recognition system 100 comprises processor 105 and rec 
ognizer 110, which further comprises data capture element 
115, preprocessor 125 and kernel-based machine learning 
system 120. Other than the inventive concept, the elements 
of FIG. 2 are well-known and will not be described in detail. 
For example, data input element 115 provides input data for 
classification to preprocessor 125. One example of data 
input element 115 is a Scanner. In this context, the input data 
are N pixel representations of an image (not shown). Pre 
processor 125 is representative of a stored-program 
controlled processor Such as a microprocessor with associ 
ated memory. Preprocessor 125 operates on the input data in 
accordance with the principles of the invention. Kernel 
based machine learning System 120 is, e.g., a Support vector 
machine as known in the prior art. During operation, or 
testing, kernel-based machine learning System 120 provides 
a numerical result representing classification of the input 
data to processor 105 for Subsequent processing. Processor 
105 is also representative of a stored-program-controlled 
processor Such as a microprocessor with associated memory. 
(Note that processor 105 and processor 125 could be physi 
cally identical). Processor 105 additionally processes the 
output signals of recognizer 110, Such as, e.g., in an auto 
matic transaction machine (ATM). 

In accordance with the inventive concept, preprocessor 
125 operates on input data in Such a way as to provide local 
translation invariance. In this example, it is assumed that 
preprocessor 125 provides vertical translation invariance 
with cyclic boundary conditions, as described above, for an 
N pixel Stack. Then preprocessor 125 is programmed in 
accordance with equations (54) to (60). 
The system shown in FIG. 2 operates in two modes. A 

training mode and an operating (or test) mode. An illustra 
tion of the training mode is represented by the method 
shown in FIG. 3. An illustration of the test mode is repre 
sented by the method shown in FIG. 4. 

During training, kernel-based machine learning System 
120 is trained on a set of images, M, (not shown). In Step 
305, of FIG. 3, data capture element 115 generates input 
data. For example, in the context of images, a Set of 
predefined images is applied to data capture element 115, 
which provides input data representing each image. The 
input data for each image is preprocessed by preprocessor 
125 for providing preprocessed data in step 310. Kernel 
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based machine learning System 120 operates on this prepro 
cessed data for determining the parameters of kernel-based 
classification in step 315. These parameters are illustratively 
the SVM training coefficients as known in the art. 

During operation, or testing, kernel-based machine learn 
ing System 120 classifies each image of a set of imageS, N, 
(not shown). In step 405, of FIG.4, data capture element 115 
generates input data. For example, in the context of images, 
a set of images to be classified is applied to data capture 
element 115, which provides input data representing each 
image. The input data for each image is preprocessed by 
preprocessor 125 for providing preprocessed data in Step 
410. in accordance with the principles of the invention, 
preprocessor 125 maps a particular input image, and its 
translates, to points in the decision plane of the SVM, whose 
differences are independent of the original data. Kernel 
based machine learning System 120 operates on this prepro 
cessed data by applying the above-mentioned SVM training 
coefficients determined during the training phase in Step 415. 
AS a result, the recognizer has built-in local invariance and 
does not require training the SVM to translated versions of 
the images. 
AS described above, and in accordance with the principles 

of the invention, a recognizer has built-in local invariance 
and does not require training a classifier to translated ver 
Sions of the imageS. In addition, the size of the preprocessed 
image is less than the Size of the original image. That is, for 
each degree of Symmetry imposed, there is a loSS of one 
degree of freedom. This is illustrated in the context of the 
pattern recognition examples above. If vertical Symmetry is 
imposed on a 256 pixel image to provide translation invari 
ance of one pixel, the classifier operates on 255 pixel data. 
Thus, the classifier provides better accuracy by removing a 
degree of freedom. In other words, for Small translations, the 
classifier now considers a Smaller Subset of data in reaching 
a decision. Consequently, the more Symmetries that are 
imposed by preprocessor 125, requires the classifier to 
operate on leSS and leSS data. Thus, the inventive concept 
enables the classifier to operate more efficiently in terms of, 
e.g., memory size, and training time, yet classify more 
patterns than in the prior art for a given-size classifier. 

The foregoing merely illustrates the principles of the 
invention and it will thus be appreciated that those skilled in 
the art will be able to devise numerous alternative arrange 
ments which, although not explicitly described herein, 
embody the principles of the invention and are within its 
Spirit and Scope. 

For example, the inventive concept is also applicable to 
other kernel-based methods Such as, but not limited to, 
regression estimates, density estimation, etc. 
What is claimed: 
1. An improved method for implementing a local invari 

ance for use in a kernel-based classifier System, the improve 
ment comprising the Step of 

incorporating the local invariance in Such a way that a 
resulting dimension of each feature vector is fixed and 
wherein that dimension is equal to the dimension of 
input data minus the number of degrees of freedom in 
the local invariance; 

wherein the input data is of dimension N and the provided 
data is of dimension M, where M-N. 

2. Apparatus for use in a kernel-based classifier System, 
the apparatus comprising: 

a preprocessor, which operates on input data in Such a way 
as to provide any local invariance in providing data to 
the kernel-based classifier System; 

wherein the input data is of dimension N and the provided 
data is of dimension M, where M-N. 
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3. The apparatus of claim 2 wherein the kernel-based 

classifier System is a Support vector machine. 
4. The apparatus of claim 2 wherein the provided data has 

an additive invariance property Such that the kernel-based 
classifier System only has to learn a vector-based function 
that is independent of values of the input data when the input 
data is translated. 

5. A method of preprocessing for use in a kernel-based 
classifier System, the method comprising the Steps of: 

receiving input data; and 
operating on the received input data in Such a way as to 

provide a local invariance, other than translation, Scale 
and rotation invariance, in providing data for use by the 
kernel-based classifier System; 

wherein the input data is of dimension N and the provided 
data is of dimension M, where M-N. 

6. The method of claim 5 wherein the kernel-based 
classifier System is a Support vector machine. 

7. The method of claim 5 wherein the provided data has 
an additive invariance property Such that the kernel-based 
classifier System only has to learn a vector-based function 
that is independent of values of the input data when the input 
data is translated. 

8. A method of preprocessing for use in a kernel-based 
classifier System, the method comprising the Steps of: 

receiving input data; and 
operating on the received input data in Such a way as to 

provide a local invariance, besides translation, Scale 
and/or rotation invariance, in providing data to the 
kernel-based classifier System; 

wherein the input data is of dimension N and the provided 
data is of dimension M, where M-N. 

9. The method of claim 8 wherein the kernel-based 
classifier System is a Support vector machine. 

10. A method of preprocessing for use in a kernel-based 
classifier System, the method comprising the Steps of: 

receiving binned continuous input data; and 
operating on the received binned continuous input data in 

Such a way as to provide at least one local invariance 
in providing data to the kernel-based classifier System; 

wherein the input data is of dimension N and the provided 
data is of dimension M, where M-N. 

11. The method of claim 10 wherein the kernel-based 
classifier System is a Support vector machine. 

12. A method of preprocessing for use in a kernel-based 
classifier System, the method comprising the Steps of: 

receiving input data; and 
operating on the received input data in Such a way as to 

provide a number of local invariances Such that at least 
one of the local invariances is not translation, Scale 
and/or rotation invariance, in providing data to the 
kernel-based classifier System; 

wherein the input data is of dimension N and the provided 
data is of dimension M, where M-N. 

13. The method of claim 12 wherein the kernel-based 
classifier System is a Support vector machine. 

14. Apparatus for use in a kernel-based classifier System, 
the apparatus comprising: 

a preprocessor, which operates on input data in Such a way 
as to provide a set of local invariances where the Set of 
local invariances includes a local invariance which is 
not translation, Scale, or rotation invariance; 

wherein the input data is of dimension N and the provided 
data is of dimension M, where M-N. 


